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M.2 SSD + 10GbE
revealed

NAS/PC supported,
experience super speed
NVMe SSD

QTS 4.4.1 fully utilize
SSD’s performance
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M.2 SSD + 10GbE cache card

Revealed




Select the QM2 card you need

202

M.2 SATA M.2 PCle Gen 2 | M.2 PCle Gen 3

UGBA

QM2-2510G1TA QM2-2P10G1TA

QNAP



Clear naming rule — featured 10GbE

ONAP M.2 PCle cache/10GbE card RY/WasisIpEii[€]e]=

om2-2 P EG 1T |/ - L

L'

1

revision

L'

Number of

supported M.2
SSD

Supported M.2 SSD
connector type

P: PCle NVMe SSD
S: SATASSD

10GbE
port

Single port
BASE-T
RJ45
throughput

—————



Clear naming rule - M.2 cache only
QONAP M.2 PCle cache card

am2{2 P34 4
o2 PB4 L

1

Number of Supported M.2 SSD PCle NVMe SSD
supported connector type interface slot

M.2 SSD P: PCle NVMe SSD 34= Gen3 x4 || bandwidth
2.2 xSSD S: SATA SSD 28= Gen2 x8 || 4= Gen3 x4
4: 4 x SSD 2= Gen3 x2




SSD cache and 10GbE in one card

QM2-2P10G1TA

Supports maximum 2 x PCle NVMe SSD (M-key),

provides Gen2 x2 on each slot

PCle Gen2x 2

Controller

' PCle Gen2x 2

PCle PCle Gen 2 x 2

PCleGen2x 4

QM2-2S10G1TA

Supports maximum 2 x SATA M.2 SSD,

provides 6Gb/s on each slot

SATA 6Gb/s

Controller
SATA

' PCle Gen 2 x 4 A
] "_" ’—[\

Switch SATA 6Gb/s

'PCle Gen 2 x 2

PCleGen2x 4
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QM2 in idle PCle slots

TS-1283XU
Expand cache capacity by installing
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3'd party operating system support

a (\' y v J‘; ¥ .
ive SQ( module \JQIIJJ‘)JJJI with PCle

AQUANTIA

Self-monitored with thermal Low-profile PCle add-on cards, Linux & Windows
sensors to control the speed bundled with full-height Dual platform supported
of smart fan modaules. bracket.

QNAP NAS don’t need to install Driver, Windows/Linux platforms please visit QNAP

website to download the driver
Note: M.2 SSD compatibility and function supported depends on the hardware design and
platform. Please check with your motherboard manufacturer for details.

QNAP
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Multi-Gigabit supported

Support Multi-Gigabit NBASE-T standard.

QSW-1208-8C

Provides 12 ports of 10Gbps
transfer

QSW-804-4C

Provides 8 ports of 10Ghbps
transfer

QNAP



Efficient cooling dissipation M.

10GDbE
10GBASE-T port

M.2 slots

Active cooling fan

Fin array heatsink

M.2 thermal pad Is
bundled, provides
more efficient heat
transfer

QNAP "



QM2-2P10G1TA performance up

D

Random read enhanced nearly 25%

=

272808

205057 203626
200760 B OM2-2P10G1TA

B om2-2P10G1T

a4’ OM2-2P10G1TA

(IOPS) RR-4K

Iometer on PC, tested in QNAP Lab,

PC Environment

1. CPU: Intel (R) Core(TM) i7-6700 CPU@ 3.40GHz.

2. 0S: Windows 10.

3. Memory: 64 GB.

4. SSD: Samsung SSD 860 EVO 1TB M.2 SATA *2, Software-RAID 1.

QNAP




NAS/PC supported,
experience super speed

NVMe SSD




ldeal choice to boost performance: M.2 PCle NVMe SSDs
O

, |  M.2 PCle NVMe SSDs have more than 2Xa |
You don’t need to change
motherboards or HW performance enhancement \

configurations, just simply

install the QM2-2P10G1TA on
your PC’s Gen2 x4 slot then M.2 SATA Il 6Gb/s
you can enjoy the high

speed of NVMe SSD M.2 PCle Gen 3 x2

Interfaces Theoretical Speed

M.2 PCle Gen 2 x4

M.2 PCle Gen 3 x4 . e \ViEEialsiidzrzlng

QNAP
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Leave the 3.5” slots for huge capacity HDDs

Freely upgrade a normal pool to a Qtier pool

Without changing existing configurations . .
without starting over

QM2 SSD..

el
S /i
il

Install NVMe

RAID O v.26Em < .. » ‘ ‘ ' ' ; f
e e <. . 1 = oag] or cache

Huge capacity
storage




High performance NVMe in PC

Upgrade your PC to NVMe!

| QM2-2P10G1TA '

272808
B OQM2-2P10G1TA

B ssD

200760

13893

(IOPS) RW-4K

PC Environment

1. CPU: Intel (R) Core(TM) i7-6700 CPU@ 3.40GHz.
2. 0S: Windows 10.

3. Memory: 64 GB.

| QOM2-2S10G1TA |

B OM2-2S10G1TA

B ssD

156973

(IOPS) RR-4K RW-4K

4. PC SSD: ADATA Prod_SP550 120GB
5. QM2 SSD: Samsung SSD 970 EVO 256GB M.2 NVMe *2, RAID1;
Samsung SSD 860 EVO 1TB M.2 SATA *2, Software-RAID 1.

QNAP



Catch the NVMe SSD information
from device manager

E=
File Action View Help

H =

4 | = WIN-80752BV52AG
Computer

4 = Disk drives
ADATA K
—a MVMe Zamsung 550 570
—a MVMe Samsung 550 970
[ ] 1 m L
|- B Display adapters
I = DVD/CD-ROM drives
[ g 5 Human Interface Devices
I g |DE ATA/ATAPI controllers
[ &= Keyboards
3 ji{ Mice and other pointing devices

e

Disk partition

=
=

File Action

View Help

L0l ” Mo [N E B -]

Disk Management

[-ToE

Volume

[Layout [ Type

File System | Status

| Capacity

| Free Spa...

=
s (C)
s (D7)

o REERE

Simple Basic
Simple Basic
Simple Basic

s New Velume (P?) Simple Basic

Simple Basic

NTES
NTFS
NTFS
NTFS

Healthy (R.
Healthy (B

Healthy (P...
Healthy (P...
Healthy (5...

508 MB
35156 GB
44234 GB
111.30GB
500 MB

508 MB
1643268
133.98GB
69.41 GB
464 MB
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&
3
6
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Set RAID1 protection

=

File Acion View Help

e @ HE
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Disk Management

[ENEINEN

Volume

[ Layout

File System | Status

| Capacity

[ Freespa

=3
s (C)
= (D:)
s New Volume (F)
s New Volume (P)
SR

Simple
Simple
Simple
Mirror
Simple
Simple

Healthy (R...

Healthy (B
Heslthy (P
Healthy

Healthy (P...

Healthy (5.

902 MB
351.56 GB
442.34GB
232.88 GB
111.30 GB
500 MB

908 MB
16432 GB
133.98 GB
231.70Ge
69.41 GB
464 MB

"
g
30
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CDisk 0
Basic
111,79 GB
Online

CaDisk 1
Basic
93151 GB
Online

CaDisk 2
Basic
232.39GB
Online

CaDisk 3
Basic
232.89GB
Online

icp-Romo
DVD (H)

No Media

REESE New Volume (P)
500 MB NTFS 111.30 GB NTFS
Healthy (System, Active, || Healthy (Primary Partition)

(D3 ©
442.34 GB NTFS 908 MB 35156 GB NTFS 136,72 GB
Heslthy (Primary Paritior || Healthy (Re || Healthy (Boot, Page File, || Unallocated

23288 GB

New Simple Volume..
Unallocated

New Spanned Volume...
New Striped Volume...

| New Mirrored Volume... ]
2328968 New RAID-5 Volume...

Unallocated Praperties

Help

=Disk 0
Basic
111.79GB
Online

sDisk 1
Basic
931.51GB
Online

CaDisk 2
Dynamic
23289 6B
Online

eDisk 3
Dynamic
232.89GB
Online

RERE New Volume (P:)
500 MB NTFS 11130 GB NTFS
Healthy (System, Active, || Healthy (Primary Partition)

©) )
442,34 GB NTFS 308 MB 35156 GB NTFS 1367268
Healthy (Primary Partitior || Healthy (Re || Healthy (Boot, Page File, || Unallocated

|
New Volume (F)
232.83 GB ReFS
Healthy

1
New Volume (F)
23228 GB ReFS
Healthy




QTS Supports M.2 SSD Cache Acceleration

Global read-write cache |

Read caching

Read/Write caching

Accelerates IOPS performance

D

Applies SSD cache to all volumes and LUNs with a single

setup process, or specified volumes only

=== Read

= \Write
Application layer
HDD storage

SSD storage

Storage & Snapshots

%g Storage & Snapshots

Cache Acceleration

Overview
Storage
Snapshot

& storage
Disks/V.JBOD
Storage/Snapshot
Cache Acceleration

External Storage
Allocated: 0 %

@ sSnapshot Backup ~

Snapshot Replica Service Enabled
Capacity: 108.64GB
Cache Type: Read-Write
<~ iscsi Cache RAID: RAID 1
Read Hit Rate 0%
Write Hit Rate: a7 %
Remote Disk Cache Flushing: -

Snapshot Vault

iSCSI Storage

LUN Backup Status: 9 Ready

-+ X
(water - ) (@) | & @ | &3

‘ Remove H Add SSD H Set Caching Storage |




Expand high-speed M.2 SSD tier with Qtier

i \ Read/Write caching
Storage space and SSD caching |

Sequential

D

Keep flexibility to accelerate performance
of key data and increase

cost/performance ratio -
Application layer

! E . HDD storage
l /G i .l ssp
a RN e By storage

Total capacity = hard drives + SSD Total capacity = hard drives

‘ - - - Hot data & reserved block

B B B B Cold and archived data
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Live Demo

Install QM2 on PC
to enhance performance
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oNAP VN

QTS 4.4.1

Fully utilize SSD’s
performance




SSD Evolution Trend

D

QNAP QM2 in QNAP NAS is ideal on sharing data, applications and virtualized server applications
for multi users. Install the QM2 on the NAS which has no other HDD slots available then combine

with the 10GbE port and QTS 4.4.1°s remove and re-create Qtier solution, keep improving the
random access speed (IOPS) to experience dramatic performance improvements.

Disk Type SW (MB/s) RW (IOPS)
HDD 100 350
SSD 300 60000

Sequential access Random access
NN NN =
B \

R 7 7 7
I > 6 / 8
B8 €6 4 5




One Global Cache with Three Modes

QNAP SSD Cache can be applied to all volumes and LUNs once set with 3 modes:
Read-Only =» Copy frequently used data to SSD

Read-Write = Not only copy data, new data can also be temporarily stored in SSD
Write-Only = Only new data will be written into the cache

How Read-write Cache work: Data from clients and storage will be cached at the block-level in real time

Application When SSD Space not enough

QNAP




The Write-only Cache Increase ROI of
SSD Cache with high Writing Demand

« Write-only cache is promoted by Microsoft
for endurance control.

* QNAP believes that Write-only Cache can
increase the ROI of SSD in below scenario:

1. File Server focusing on write operations

2. Database with more write operation
(Such as IoT monitoring server)

3. Use high endurance SSD

(Intel Optane™)

Reference: https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/understand-the-cache

QNAP

Writes
are cached



https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/understand-the-cache

The Advantage of Software-defined Over-provisioning
DO

« SSD vendor will reserve 7% or more SSD space for internal operation usage.

* ONAP allow user to test and increase the over-provisioning ratio from the software to increase
that consist performance and endurance of SSD.

(

Samsung 850 Pro 4K Random Write IOPS With Dynamic OP

Test Aesult

Intel S4500 4K Random Write IOPS With Dynamic OP

.

Reference: http://www.atpinc.com/technology/ssd-over-provisioning-benefits-configure

FIO used with parameters: --direct=0 --bs= 4k(random)1M(sequential), --io depth=1(random) 32(sequential), --file size= 90G

QNAP




Alternative for Cache: Qtier Tiering Storage

D

B Hot Data @ Before Tiering

QNAP allows the combination of Warm Data [TITTTTTITITTT]
SSD and HDD RAID into the same M Cold Data CITTIITTITITTIT11
pool and migrate data automatically [TTITTITTTTITITT1]

based on accessing pattern.
Data Access Start Tier
Pattern Changed art Tiering

(LTI T _ LTLTLITLIT

Support SATA, SAS, M.2, QM2 and L LLI ““__'" . lﬂ'-i"-ﬂli' ]
U.2 SSD with QNAP Over-provisioning. EEEEEEEEEENE Lrilrilrilril

==
oA A A AR

E

Provide higher capacity as SSD can ( @ After Tiering
be used to store data »~

’ *
»
[TITTITTITITITTIT1] . SR
[TTTIITTITITITT1]

On QTS, PCle NVMe SSD can only work as SSD Cache currently.




Challenge: Changing SSD Tier Interface

Challenge |

While SSD Tier Is already
created with SATA Disk, how
can | replace it with QM2 to
expand the NAS while
Improving the SSD Tier
performance?

SSD AID:5




QTS 4.4.1 Support Remove Qtier SSD Tier

D

« QNAP QTS 4.4.1 supports remove Qtier SSD Tier, the users can remove then re-create SSD tier
as required.

« When removing the SSD tier, all the storage pool data will be retained as data on SSD only to be
moved to HDD.

Storage pool

SSD rap Usage Pool Metadata

SAS HDD RAID Usage SSD RraID Usage Pool Metadata




Test of recreating Qtier SSD Tier

D

* In QNAP Lab, 4 250 GB SSD need to be replaced with 500 GB SSD. The operation is conducted
with both Replacing Disk & Remove SSD Tier.

« The time for removing and re-creating the SSD tier is almost 2 times faster than replacing disk.
The replacing disk method also does not support changing SSD on different interface.

| Consumed Time (Mins) |

Remove and Upgrade
SSD Tier

Replacing Disk

(Mins) 0O

* Using TVS-1282T with 4 enterprise HDD for testing.

QNAP




The best SSD configuration may only be measurable once it is configured. The SSD Cache and

Qtier have different advantages.
- ~ SSD Cache

Sequential R/W (MB/s) Random R/W (IOPS) Real Time Performance Boost

1. For accessing with burst IO such as file
syncing and video editing.

2. Can be changed to Read or Write only with
bypass block size.

_ W,
%

Fully use SSD Capacity

1. For boosting 10 with fixed pattern such as
mail or database server.

2. With IO Aware Qtier can also support

\ database operations. )

SSD Cache SSD Cache i * TVS-871T-i7-16G with QM2 card and ADATA 512GB
SSD cache and Qtie SX8000NP




QNAP
— aM 2 series

QM2 Highlight points with QTS

QIS 4:4.1 Tully utilize SSD’s performance @ u -

* Improve random access performance when the NAS -
has no idle HDD slots and 10GbE ports E5H R Al

* Improve NAS performance by using read only, read-
write and write-only 3 type of caches for the whole
NAS storage space via QM2

« Software-defined Over-provisioning increase
Performance and endurance of SSD

I

»

* QTS Qtier improves both performance and capacity, in
QTS 4.4.1 - users can easily change the SSD to QM2 in
the SSD Tier.

« 4.4.1 Beta will be released at End of May!
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